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1. Executive Summary 

 
The transition to competency-based medical education may involve a greater variety of 

assessment instruments and an increase in resident assessments, among other changes. 

Concerns have been raised by stakeholders that this will exacerbate endemic problems with 

“assessment fatigue” for various evaluators, including learners, patients, attending physicians, 

and allied health practitioners. In this paper a review of the academic and grey literature was 

performed using MeSH subject headings and proximity searches for phrases. Limited studies of 

relevance were returned. 
 
The few studies and works that met face validity demonstrated that learners, as well as 

supervising assessors, have the highest response rates to short surveys spaced far apart, and 

that response rates decrease with each additional iteration, or as the academic year  

progresses. No relevant studies were found that addressed the fatigue that patients experience 

from evaluating learners. This review concludes with a discussion of the importance of providing 

dedicated protected time to faculty and learners for assessment while taking care to maximize 

impact by balancing qualitative and quantitative elements and limiting the length and frequency 

of administration of assessment measures. A tool is provided that will guide educators in their 

decisions about future assessment strategies by highlighting the potential risk for assessment 

fatigue. This is accomplished through consideration of the following parameters: time,  

frequency, content, and context. 
 

 
2. Background 

 
Over the next decade, as competency-based medical education (CBME) is developed and 

implemented, there will be many challenges with respect to the development, piloting, 

refinement, and implementation of assessment measures that are both efficient and effective. 

Consideration needs to be given to the feasibility of implementing assessment measures with 

respect to the number of items/activities, length of time for completion, frequency of use, 

demands on faculty time, burden on residents, and the varying contexts in which assessments 

will be conducted. 
 

According to a report prepared by Dr. Terry Colbourne of Resident Doctors of Canada 1, ideal 

CBME models will include multiple well-developed and validated assessment tools, involving 

multiple evaluators. Assessment tools may include 360-degree evaluations, Objective 
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Structured Clinical Examinations (OSCEs), written examinations, self-assessments, direct 

observation, provision of formative feedback, and other strategies that require significant 

amounts of time and human labour. 
 
There is growing concern about the potential impact of assessment fatigue, not only on 

assessors but also on residents and, in some cases, patients. A review of the existing literature 

was conducted in an effort to better understand this phenomenon. 
 

 
3. Methodology 

 
The goal of the literature review was to explore the topic of assessment/evaluation fatigue with 

respect to 
 

i. learners, 

ii. inter/intraprofessional assessors, and 

iii. patients (either as assessors or as they are impacted by resident assessments 

conducted by others). 
 
Routine searches for journal articles, book chapters or reports, using key words such as: 

“evaluation and medical residents and evaluator fatigue” did not provide meaningful results. 
 
The following terms were entered into MeSH on Demand (2016): assessment of medical 

residents; evaluation of medical residents; assessor fatigue and medical residents; evaluator 

fatigue and medical residents; interprofessional assessors and medical residents; 

intraprofessional assessors and medical residents; interprofessional evaluators and medical 

residents; intraprofessional evaluators and medical residents; and evaluation burnout. An 

additional search with the following MeSH headings and Boolean terms failed to yield results: 

[evaluation studies OR surveys and questionnaires OR self-assessment] AND [students, 

medical OR internship and residency OR health occupations] AND [fatigue OR burnout, 

professional OR apathy]. The National Library of Medicine’s MeSH on Demand made the 

following recommendations for MeSH headings: i) Fatigue, and ii) Physicians. The 

subcategories of these MeSH tree structures were similarly unhelpful. Fatigue often referred to 

patient symptoms of fatigue. 
 
A Google Scholar search conducted with the key words “evaluator fatigue and medical 

residents” produced a series of articles that used the word fatigue; however, assessor’s fatigue 

was not the primary focus of any of the articles that were subsequently reviewed. 
 
Finally, the grey literature was assessed, using Scopus and ProQuest and conducting proximity 

searches for phrases relating to formal MeSH subject headings. 
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4. Results and Discussion 
 
Although “evaluator/evaluation fatigue” and “assessor/assessment fatigue” are commonly used 

and understood terms, they are not recognized subject headings. Consequently, our literature 

searches were mostly unsuccessful. Despite this, in those instances where the targeted terms 

did appear in academic journal articles, we summarized the context in which they were used. 
 

4.1. Learner Fatigue (Resident/Assessor Fatigue) 
 

Some articles referenced learner fatigue within a singular evaluation-based event rather than 

with respect to the longitudinal fatigue that may be experienced when residents are assessed 

frequently over an extended period of time. 
 

A study by Gamboa-Salcedo2 for example, referenced the fatigue experienced by both 

professors and students after an OSCE that lasted two hours and twenty minutes. A Chicago- 

based study3 that sought to assess the feasibility of implementing an evaluation of an online 

peer hand-off tool referenced the negative impact of resident fatigue post-call on the quality of 

hand-offs. The authors found that the tool was also too lengthy. Since internal consistency was 

high, they were ultimately able to reduce the number of survey items to 5. A 2009 study 

conducted at McGill University Faculty of Medicine4 comparing simulation-based multiple mini 

interviews (MMI) with traditional unstructured interviews for medical student applicants found 

that both students and evaluators favoured the MMIs. They noted, however, that there was a 

need to improve the process, with attention being paid to evaluator fatigue, evaluator 

preparation, and other operational issues. 
 

Other articles located were likewise not focused directly on the topic of interest. Porter et al.5 

found a relationship between inter-survey time and response rate, demonstrating that frequency 

is proportional to non-response. An additional study by Meterko et al.6 used a survey with 

progressive response waves to demonstrate that similar results could be achieved with a lower 

response rate compared to a higher one, an important finding when fatigue is unavoidable. 
 

4.2. Interprofessional / Intraprofessional Assessors 
 

In 2009–2010 a group of physician researchers at New York Medical College attempted to 

develop milestones for an internal medicine residency program. They subsequently surveyed 

faculty, residents, and clinical competency committee members about the acceptability of the 

milestones. Faculty reported that the high number of milestones per form/tool was problematic. 

Comments included: 
 

The use of too many milestones per form may lead to evaluator fatigue, loss of evaluator 

interest or other problems which might hinder effective evaluation and feedback.7
 

 

An article by Tsue, Dugan, and Burkey8 provided an excellent overview of the issues to be 

considered when assessing surgical competency. After outlining the ideal elements, the authors 

conclude that, in reality, no ideal assessment exists that fulfils all the required elements. Of 
 

 
 

3 



© Post MD Education, University of Toronto October 2017   

interest, however, was the suggestion that assessments be combined with learning activities for 

higher efficiency and that learners could be involved with the development and implementation 

of the assessment process. While evaluator fatigue was not directly mentioned in this article, it 

was implied in the discussion of feasibility issues. 
 

Kendal and Baker9 commented on the development of assessment tools for plastic surgery 

competencies in 2015. This work involved the development of milestones and entrustable 

professional activities. The authors concluded: “What we failed to realize was how onerous this 

data collection would be for our faculty. In the end, we failed our residents, as we did not have a 

tool that could be used by our faculty in a timely and effective manner.” The authors then posed 

the question: “Recognizing the breadth of our specialty and the need to evaluate milestones and 

EPAs, how do you prevent or avoid evaluator fatigue, given the number of data points  

required?” 
 

In 2012–2013 researchers from Canada and the U.S.10 collaborated on the development of 

assessment tools for plastic surgery competencies, initially focusing on two complex 

procedures: breast augmentation (17 steps) and facelift (24 steps). In this study the authors 

stated: 
 

From a practical standpoint, if all of these steps were evaluated each time, assessment 

of technical competency would be an onerous process. … It may be more feasible to 

use this tool for more formal entrustable decisions, such as acknowledging a resident 

successfully passing the threshold allowing for decreased supervision.10
 

 

Farim et al.11 from McMaster University in Hamilton developed a tool to provide formative 

feedback to residents on grand rounds presentations and piloted it in an academic surgical 

department. The tool contained 13 Likert-scale questions, accompanied by two open-ended 

questions, covering all seven of the CanMEDS competencies. Evaluation fatigue was identified 

as a major barrier to evaluators’ willingness to provide effective feedback. One staff participant 

stated: 
 

Don’t make the [evaluation] tool too cumbersome or too vague that people don’t take it 

seriously or don’t actually want to do it.11
 

 
Similar outcomes were found by another group of North American researchers attempting to 

evaluate how residents performed paediatric emergency airway simulation.12 Both faculty 

availability and reviewer fatigue were found to be significant barriers to implementation. Chen et 

al13 reported on their attempts to assess consistency of OSCE raters evaluating orthopaedic 

residents. They acknowledged that OSCEs require extensive resources and time, and have 

been known to cause patient and examiner fatigue. 
 
Observer fatigue was also briefly noted in a study involving the development and piloting of a 

knowledge and competency test for birth attendants working in Benin, Ecuador, Jamaica, and 

Rwanda.14 Similarly, researchers testing the validity and utility of a 360-degree evaluation tool 

for an American residency program in dermatology found that they had to shorten the 
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assessment due to evaluator fatigue.15 Ultimately, only one Likert-scale response was used for 

each of the six competencies ([1] medical knowledge, [2] patient care, [3] practice based 

learning and improvement, [4] interpersonal and communication skills, [5] professionalism, and 

[6] teamwork (systems-based practice). 
 
In a study published by researchers at the University of Arizona, 47 students were evaluated 

547 times by 46 residents and attendings in end-of-shift emergency department evaluations.16 

Five-point Likert scales were used to evaluate each of six categories: energy/interest, fund of 

knowledge, judgement/problem solving ability, clinical skills, personal effectiveness, and 

systems-based practice. While the results indicated that the timing of the evaluation did not 

affect scoring, the authors commented that: 
 

In addition, evaluations are more delayed later in the academic year. This is possibly 

due to fatigue of the evaluators, and could confound the association between timing and 

evaluation score.16
 

 
An American group reported on the development of two new OSCEs for physical medicine and 

rehabilitation residents, along with an examination of inter-rater reliability.17 Outcomes indicated 

that inter-rater grading of history-taking was good; however, inter-rater reliability of small-joint 

and large-joint examination was problematic due to examiners’ inability to have full visibility, 

evaluators’ fatigue, and confusing evaluation scoring descriptions. 
 

Finally, a study by Higgins, et al.18 reported on the implementation of a 360-degree feedback 

tool used to evaluate the Accreditation Council for Graduate Medical Education (ACGME) 

general competencies in a cardiothoracic surgery residency program. The authors noted that 

the survey was limited to 45 items in an effort to reduce evaluator fatigue. Even so, there were 

12 to 15 evaluators assigned to each resident. 
 

Wang et al.19 examined the effect of fatigue on the accuracy of standardized patients’ checklist 

recording in a pilot project evaluating the clinical competence of foreign medical graduates. 

Standardized patients (SPs) interacted with as many as 21 examinees over a 12-hour period. 

The encounters were video-recorded for later review. The authors concluded that fatigue did not 

appear to systematically affect the accuracy of SPs’ checklist recording. 
 

4.3. Patient Assessors 
 

There is no published literature that we are aware of which directly addresses patient evaluator 

fatigue. 
 
A 2002 paper exploring the considerations that need to be taken into account when developing 

assessment methods concerning ACGME general competencies noted that previous studies 

have indicated that between 20 and 50 patients would be required to provide a stable rating of 

residents’ humanistic qualities. The author concludes by stating: 
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OSCEs and SP exams seem to be the best methods for conducting assessments for 

high stakes decisions. 20
 

 

Two years later, Wood et al.21 reached a different conclusion. Their research consisted of a pilot 

study of a 360-degree evaluation of radiology residents, pertaining to professionalism and 

interpersonal/communication skills, involving faculty and patient assessors as well as resident 

self-assessments. The research team concluded that this assessment tool was reliable and  

valid for the evaluation of resident competencies in those two domains. They noted, however, 

that future research would be needed to determine how frequently the tool should be used, how 

to overcome administrative challenges, and how to reduce the burden experienced by faculty. 

The majority of residents in this study valued the receipt of patient feedback and indicated that 

they would incorporate new insights into future practice. Thomas et al.22 also found that 

residents valued the perceptions of patients concerning humanistic qualities over and above 

assessments of their clinical skills. 
 

Brittlebank et al.23 explored the use of eight types of assessments for psychiatry residents, 

including patient satisfaction surveys. They found that peer assessments and patient 

satisfaction measures had lower levels of reliability than the other measures used. The authors 

estimated that five patient satisfaction surveys would be required for each resident to reach a 

“sufficiently precise” evaluation, and that further research would be needed to effectively 

incorporate the patient perspective into resident assessment. 
 

Tamblyn et al.24 also explored the feasibility of using patient satisfaction ratings to evaluate 

internal medicine residents. They found that patient satisfaction ratings provided valuable 

information about a resident’s ability to establish effective physician-patient relationships; 

however, like Swing et al.20 the authors concluded that the high number of ratings that would be 

required to obtain a reliable assessment of resident skills precluded the inclusion of patient 

ratings in future assessment programs. 
 
A 2012 study conducted in Australia to explore the congruence between staff psychiatrists’ and 

psychiatric patients’ evaluations of learners found poor correlation between these two assessor 

groups when using the same evaluation questions.25 The authors concluded: 
 

Although our findings of discrepant judgements between patients and examiners are 

congruent with other findings using SPs in OSCEs, our findings of congruence in more 

technical aspects of assessment raise further questions as to the appropriateness of 

excluding patients from contributing to formative assessments of trainees …25
 

 

 
5. Discussion and Conclusions 

 
Our understanding of assessment fatigue is that in situations where assessors are burdened by 

lengthy assessment tools and/or high volumes of required assessments, the burdens 

cumulatively cause a form of “burnout.” Burnout results in resistance or refusal to complete 
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evaluations, or rushed and poorly completed evaluations, any of which will defeat the objective 

of providing meaningful assessment feedback to learners. The proportion of faculty/clinician 

time that has been allocated to teaching and evaluation can directly affect the risk of burnout; 

therefore, this should be kept in mind when developing assessment tools and their proposed 

frequency of use.26 Medical faculty stress and burnout also directly impact on the level of 

willingness to implement curricular change.6 As CBME is being developed, a preventive 

approach to the experience of stress and burnout among faculty is warranted. 
 
With respect to ITERs, going forward it will be important to limit the number of items, carefully 

consider the frequency of use, and also consider the administrative burden of managing the 

data points. Use of current technologies will help with efficiencies. 
 
For Multiple Source Feedback (MSF) forms, a limit of approximately 12 items may be 

appropriate to avoid assessor fatigue. Consideration should be given to the number of 

assessors required and the frequency of implementation. Thought could be given to the number 

of MSF forms and other evaluations an assessor may be required to complete over the course 

of an academic year. Likewise, consideration should be given to the time required to provide 

verbal feedback to the learner in a timely fashion. 
 
The development of OSCEs should occur with evaluator fatigue in mind, along with several 

other important variables. The number of performance items ideally should be pared down to a 

reasonable number of essential competencies. Consideration should be given to the number of 

residents an evaluator is expected to assess within a pre-established period of time. Cognitive 

fatigue could impact the quality of scoring on residents evaluated toward end of the session 

compared to those evaluated at the beginning of the session. The potential for standardized 

patient fatigue should also guide decisions about the scheduling of successive scenarios. 

Planned provision of routine and regular in vivo formative feedback to residents may allow for a 

decrease in the number of summative evaluations. 
 
Currently there is no gold standard with respect to the balance of quantitative and qualitative 

items within assessment/evaluation tools. Short, quantitative measures are more likely to be 

completed accurately: however, learners do benefit from qualitative feedback. It may be 

appropriate to limit the number of qualitative items on a mixed evaluation to perhaps two. 

Receipt of routine informal formative feedback during clinical experiences may reduce the need 

for summative qualitative feedback. Further research is needed to guide these decisions. In 

summary, when designing new assessment tools, consideration should be given to time, 

frequency of use, the “fit,” and how realistic the assessment plan is, in the context of the “big 

picture” (Figure 1). 
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Figure 1 
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to complete during 
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Does the evaluator 
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protected time for 
this activity? 
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data points? 
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available to 
decrease 
administrative 
burden? 

 
Has time been 
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potential for 
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picture” context 
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administered? 
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assessment tool 
need to be 
implemented 
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another strategy 
be used? 
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picture” context 
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Is the evaluation 
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covering what 
will be required 
to successfully 
implement the 
plan been done? 

 
Have the data 
points been 
reduced down to 
only the 
essential 
competencies 
that need to be 
evaluated? 
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points specific, 
measurable, and 
realistic in the 
“big picture” 
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administrative 
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place to fully 
implement the 
evaluation plan? 
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over the entire 
learning/training 
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this allow for less 
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for this task and 
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learners? 

 
Have other 
creative 
approaches to 
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learning context? 

 
Is the evaluation 
plan supported 
by available 
literature in best 
practices? 
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